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The Goal

Using sound generators that have a high dimension of control inputs, 

find expressively meaningful combinations of input settings, 

then intelligently organize those combinations into fewer dimensions 
(using unsupervised learning).



Hypothesis
Dimensionality reduction can enhance musical expression 

by enabling quick, interpolated, and gestural movements through 
high dimensional spaces. 

Unsupervised learning strategies, will create more useful and 
meaningful (e.g., expressive) low dimensional latent spaces than 

supervised strategies. 

Supervised strategies require one to know the structure of the high 
dimensional space and low dimensional space ahead of time…



Related Work
• Fasciani and Wyse (2012) 

• “The optimal mapping is defined as the one allowing the 
widest a sonic exploration” 

• “we assume a deterministic behaviour, excluding the 
presence of any stochastic component within the chain.”

























TSNE
• t-Distributed Stochastic Neighbor Embedding 

• Dimensionality Reduction Algorithm 

• Vectors that are similar in high dimensional space are 
embedded near each other in low dimensional space, while 
vectors dissimilar in high dimensional space are embedded far 
away in low dimensional space











Munkres Algorithm
• aka “Hungarian Algorithm” or “Kuhn-Munkres Algorithm” 

• Optimal solution to linear assignment problem 

• Every element in the t-SNE embeddings must be assigned 
to one unique element in the grid of locations
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Benefits of TSNE /  
Munkres approach

• Preserves user-defined presets 

• TSNE recognized as superior dimensionality reduction 

• Munkres finds optimal solution 

• “Non-linear” latent space requires practice to learn



Rejected Alternatives
• Neural Network - supervised learning requires knowing the 

desired low dimensional structure before training 

• Neural Networks generally need a lot of data 

• Self-Organizing Maps - doesn’t guarantee that exact user-
defined presets are preserved
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the Future
• More control strategies 

• More practice performing 

• Find more appropriate sound generators 

• More audio descriptor options 

• Neural Network learn modular synth 

• for live audio input mimicry 

• for gestural control



Thank you. Questions?
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